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The DevOps Enterprise Forum, facilitated by IT Revolution, brought together 50 technology leaders and thinkers in the DevOps Enterprise community for three days in Portland, Oregon in May 2015, with the goal of organizing into task teams and creating written guidance on the best-known methods for overcoming the top obstacles in the DevOps Enterprise community.

We tackled the five key areas identified by the community at the 2014 DevOps Enterprise Summit:

- Better strategies and tactics for creating automated tests for legacy applications
- Addressing culture and leadership aspects during transforming
- Top approaches to organizational design, roles and responsibilities
- Information security and compliance practices
- Identifying metrics to best improve performance with DevOps initiatives.

For three days, we broke into groups based on each of the key areas and set to work, choosing teams, sometimes switching between teams, collaborating, sharing, arguing... and writing.

After the Forum concluded, the groups spent the next six months working together to complete and refine the work they started together.

Our goal was to generate content in the form of white papers, articles, or other resources in time to share that guidance with the technology community during the DevOps Enterprise Summit 2015 in October.

We are proud to share the outcomes of the hard work, dedication, and collaboration of this amazing group of people.

—Gene Kim
October 2015
Introduction

Many organizations are adopting DevOps patterns and practices, and are enjoying the benefits that come from that adoption: More speed. Higher quality. Better value.\(^1\) However, many organizations often get stymied when dealing with information security, compliance, and audit requirements. There seems to be a misconception that DevOps practices won’t work in organizations which are under SOX or PCI regulations. In this paper, we will provide some high-level guidance on three major concerns about DevOps Practices:

1. DevOps and Change Control
2. DevOps and Security
3. DevOps and Separation of Duties

Achieve Harmony in a World that Demands Continuous Delivery

Organizations struggle with obtaining buy-in and implementing DevOps methodologies because security, compliance, and audit stakeholders (both internal and external) believe that change control requirements cannot be met. These stakeholders often tend to disrupt adoption of DevOps before an organization can explore its potential for implementation.

The intent of a strict change control process is to reduce the risk of implementing changes that may lead to increased operational failures, poor transaction processing, and unreliability of the system. The most common audit concern about DevOps is that developers can deploy their own code without any formal change approval processes. The DevOps Audit Defense Toolkit describes an auditor’s perspective in this way:

The absence of change approval controls creates the risk of untested and unauthorized code being introduced into production.

Small companies can be quite successful in implementing a lean change approval process that allows them to do frequent deployments. Because these companies typically have a small data center footprint, limited applications and small sized teams, there is a higher probability that problems will be detected through their lean change approval process. In a mid- to large-sized company the probability of detecting a problem is potentially reduced due to the volume, complexity, and larger team sizes. Companies that decide to move to a DevOps model find the transition difficult as manual processes become blockers for rapid rates of change.

Looking closely, we find that contrary to the general perception, DevOps practices offer better risk management and ease out change control process.
Smaller batch size delivered faster and more frequently

It is well known that risk is higher for large amount changes. It is also known that delays in delivering changes involve higher risks and higher costs. Changes that have lower risks go through a leaner change control process.

Single set of large amount of changes at once usually is stressful due to too many unknowns and dependencies. It usually involves lot of planning, process overheads, teams of IT associates spending nights over “production release”. It also involves a detailed “roll back” plan that is equally complicated. This is exactly where DevOps practices win. DevOps practices allow teams to deliver smaller change sets to production more frequently with lesser risk and much lesser change control process overheads. If change delivery is more frequent, it will have better repeatability and will make everyone involved more confident about the process. Martin Fowler has described this very eloquently in his pattern titled “FrequencyReducesDifficulty.”

“Emergency Change Control” may be the norm!

An interesting pattern is often observed in almost all IT organizations. While normal release process have complex, manual change control process; emergency changes go through faster! In fact, controls for emergency changes are designed lean and are compliant with audit and regulatory requirements.

The idea here is not to literally make every change an emergency change, but to prove that small amount of changes can have lean change control process, and be compliant at the same time.

Automated change control

Traditional change control requires manual approvals and verifications. Many of these manual verifications can be achieved programmatically and securely by incorporating business logic, pre-defined thresholds, and automated controls throughout the delivery pipeline.

As examples, approvals may require: proof static code analysis and verification of change sets; proof of successful regression, load, and performance testing; proof of security scan and testing of the entire stack etc. Almost all of these can be automated at many different levels depending upon an organization’s DevOps maturity.

Incorporating these approvals in an automated fashion allows for continuous deployment, which is a fundamental benefit of the DevOps model. In addition, risk is well managed in this model as the automation of change management incorporates all the security and audit checks that a formal change approval process provides.
There are significant and proven business and operational advantages to implementing DevOps. Organizations should explore transformation and not allow antiquated security and audit concerns to disrupt progress.
DevOps with Security: Secured Delivery Pipeline

Most organizations undertake a good amount of IT spending in the areas of Infrastructure and Network security. However, focus and spend on software security is disproportionately low.¹

While securing infrastructure and network is absolutely necessary, the focus on software security must be addressed in today’s IT organizations.

Implementing a secured delivery pipeline will allow organizations to ensure better security control, less risk, and better compliance.

A delivery pipeline can be described as in the diagram below:

Code

There are three types of codes: Application, Infrastructure, and Test. Each of these must be stored in a version control system (such as Git). Developers’ access to the code base is audited. Every change in the code base is audited.

The code base also can be “scanned” to detect user id, passwords, access keys, etc. in clear text. During code design and peer-review special attention should be given to detect handing of unencrypted/untokenized sensitive data within the code. Application interfaces should be reviewed to ensure secured access to the interfaces.

Developers can also scan their code before checking in changes. Almost all modern day’s development tools have built in features/plugins to make this seamless.

Build

During build process, infrastructure code, and application code can be scanned and analyzed thoroughly.

Application code should be scanned for security vulnerabilities and other software defects during a Continuous Integration cycle.

Third-party libraries (including open source libraries) should be scanned for security and legal/licensing vulnerabilities. It is also a good practice to keep third-party libraries up to date.

Some organizations fail builds if there are security vulnerabilities detected during the Continuous Integration builds.

Deployment and Test Execution

Deployment process should be automated and/or scripted for reproducibility. Deployment process should keep track of software versions and their flow across the environments. Each deployment should be followed by automated test execution. Security testing should be a part of test automation. Test results should be stored to ensure traceability and help troubleshoot.

Release

Release process in a large enterprise typically involves a lot of planning, approval processes and manual deployment of new software into production environment. This traditional release process usually involves high risk. In DevOps world, with smaller and faster deployment cycle with reduced risk, a Blue-GreenDeployment pattern eases out the release process and reduces risk even further. Below is how Martin Fowler described the pattern:
The blue-green deployment approach does this by ensuring you have two production environments, as identical as possible. At any time one of them, let’s say blue for the example, is live. As you prepare a new release of your software you do your final stage of testing in the green environment. Once the software is working in the green environment, you switch the router so that all incoming requests go to the green environment—the blue one is now idle.

Blue-green deployment gives the ability to perform a rapid rollback in case something goes wrong.

Canary Release is also an effective pattern to release newer version of software in production. Jez Humble describes this pattern quite nicely in his book *Continuous Delivery*. Canary release pattern may be used for large footprint applications where having two identical large production environment becomes challenging.
DevOps and Separation of Duties

Separation of duties is not something that was invented in the IT world. In fact, there are use cases where separation of duties is crucial:

We know that two keys are needed to launch the warhead. The person signing the checks shouldn’t also be authorizing the expenses. (Checks are sent to a PO Box that check signer doesn’t have access to. Ops administrators don’t have write access to logs, so they can’t cover their tracks.)

Many organizations implement part of their IT Security Requirements through Separation of Duties. The main idea behind this approach is to reduce chances of fraud and security breaches. The problem is that the analogy of Separation of Duties we see in the physical world doesn’t quite work out the same way. In fact, in most cases a strict Separation of Duties implementation is an anti-pattern and is a key identifier for a low-performance IT organization.

Developers write the code and then hand off the code to a system administrator to actually deploy and run it. Along the way there are approval processes wherein a manager or director gives the order for the system administrator to deploy the code.

Separation of Duties & PCI/DSS

The major assumption that many IT organizations have is that they believe that the implementation of Separation of Duties requires separate personnel with completely separate functional roles in order to achieve compliance.

Section 6.4.2 is the only section of PCI/DSS v 3.1 where the phrase ‘Separation of Duties’ is found:

6.4.2 Separation of duties between development/test and production environments\(^1\)

---

The guidance for 6.4.2 is quite helpful:

The intent of this requirement is to separate development and test functions from production functions. For example, a developer may use an administrator-level account with elevated privileges in the development environment, and have a separate account with user-level access to the production environment.

Reducing the number of personnel with access to the production environment and cardholder data minimizes risk and helps ensure that access is limited to those individuals with a business need to know.

The intent of this requirement is to ensure that development/test functions are separated from production functions. For example, a developer may use an administrator-level account with elevated privileges for use in the development environment, and have a separate account with user-level access to the production environment.

In environments where one individual performs multiple roles (for example application development and implementing updates to production systems), duties should be assigned such that no one individual has end-to-end control of a process without an independent checkpoint. For example, assign responsibility for development, authorization and monitoring to separate individual.²

Based on the above guidance, the following sections will describe ways to implement Separation of Duties in a better way.

Automation

Automating production deployment process is a good way to ensure that no human being executes the production deployment—it is done by the system. The automation (script, tools configuration, etc.) is implemented both by Dev and Ops then reviewed and tested for correctness. It is a good practice to use the same automation to deploy to non-production environments. This allows the team to test the deployment automation and gain confidence.

Separate Accounts

Many organizations attempt to implement 6.4.2 by making blanket rules like “Only operations staff may have access to production environments” as a method for ensuring compliance.

As an alternative approach, developers can use a web form to request temporary access to production systems on which their code runs to troubleshoot production issues. This access can be granted (and logged) automatically and their credentials are revoked automatically in certain time frame.

It is worth noting that the PCI/DSS requirement is to use two different accounts, not necessarily two different human beings.

In a highly automated DevOps environment, the same PCI/DSS requirement can also be implemented via the use of system level accounts that evaluate and promote code that meet predefined quality standards (code coverage, test coverage, test success rate, etc.).

**Independent Checkpoints**

PCI/DSS requires no single individual to have complete “end-to-end control of a process without an independent checkpoint.” Separation of Duties is also used in most organizations to implement this requirement.

Much like in the “two keys” scenario as discussed earlier, there can be “cryptographic keys” for software to progress down the pipeline from development to production. When a developer checks in their code they sign it with their personal cryptographic signature. When the code is reviewed by their peer reviewer, the code is again signed. During each stage of deployment as the code goes through the CI pipeline, the code can be signed giving a mathematical assurance that the code that was reviewed was not tampered with the entire way to production.

Furthermore, when that code is in production, it can be verified to be the desired bits.

**Conclusion**

As DevOps practitioners, we do acknowledge that there is a perceived notion of friction between DevOps and Audit/Compliance. Taking a closer look at the main friction points, we find that the conflict is just a perception. In this paper, we attempted to go one step further and prove that DevOps in fact can be considered as a practice that offers better Audit/Compliance as compliance.
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